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Abstract 

The ability to effectively rank retrieved documents in 
order of their probable relevance to a query is a critical fac- 
tor in statistically-based keyword retrieval systems. This 
paper summar&s a ser of experiments with different 
methods of term weighting for documents, using measures 
of term importance within an entire document collection, 
term importance within a given document, and document 
length. It is shown that sign&ant improvements over no 
term weighting can be made using a combination of 
weighting measures and normahzing for document length. 

1. Introduction 

There is considerable interest in retrieving information 
from existing sources as different as semi-structured data- 
bases and unstructured document collections, without hav- 
ing to i-e-organize the data and without requiring a compli- 
cated syntax for submitting queries. A statistically-based 
keyword system, using automatic indexing of the database 
and natural language queries, is a very attractive choice, 
offering ease of implementation, minimum modifications to 
the database, and availability to users of natural language. 
A major element in the success of these keyword systems is 
their ability to rank the retrieved items in order of probable 
relevance to the query. Consequently, the choice of the 
factors and the weightings of these factors in the ranking 
algorithm arc critical to retrieval effectiveness. The experi- 
ments described in this paper were simed at identifying the 
factors important in ranking and at examining how to most 
effectively combine them. 

These expziments were done using the IRX testbed put 
into operation in 1985 at the Lister Hill National Center for 
Biomedical Communications, the research arm of the 
National Library of Medicine. 
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The IRX (Information Retrieval Experiment) project 
was started in 1984 to answer two major questions. First, 
given the wealth of experimentation done using 
statistically-based keyword retrieval, what are the upper 
bounds of performance, and what new techniques can be 
developed to extend these bounds to those projected for 
expert systems. Included in this question is an estimate of 
the cost requimd to attain this higher level of performance 
in terms of software development, maintenance, and user 
effort Second, what are the basic parameters in a tradi- 
tional statistically-based -keyword retrieval system, and 
what kinds of changes in these parameters are needed to 
match different document collections or parsing tech- 
niques. For example, is it possible to directly tune a 
retrieval system to perform effectively given a set of data- 
base characteristics or a particular parsing method? 

Research is currently being done in two major areas. 
First, collaboration with the Welch Medical Library at the 
Johns Hopkins School of Medicine will result in both a 
new test collection and the opportunity to allow users to 
access a collection of medical text online. At a later stage 
of research there are plans to have users test intelligent 
interfaces that interact with the user to refine search 
requests. The second area involves the establishment of a 
baseline level of performance, and the investigation of the 
factors important in a statistically-based keyword retrieval 
system In this area, ranking techniques have been selected 
as the fust field of investigation, and the results of this 
research form the basis for this paper. 

2. Current ranking techniques 

Five different components in the ranking of documents 
have been reviewed by McGill: 1) the form of document 
representation, 2) the weighting of the document terms, 3) 
the form of query representation, 4) the weighting of the 
query terms, and 5) the similaritjr measure lJvICGILL791. 
Of these five components, only the weighting of the docu- 
ment terms was investigated in this experiment; the others 
were held constant. Automatic indexing using full words 
was used as the form of document (and query) representa- 
tion, binary weighting of the query terms was used, and the 
similsrity measure used was an inner product 
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Examining the weighting of document terms raises two 
major questions: I) what factors in a document are impor- 
tant in’measuring document-query similarity, and 2) how 
should these factors be measured and combined. In 
reviewing past research, four major factors emerged: 1) 
the number of term matches between the query and a docu- 
ment, 2) the importance of a given term within a document 
collection, 3) the importance of a given term within a given 
document, and 4) the length of a document. 

2.1 The number of term matches between a query and a 
document 

The number of term matches bet&en a query and a 
document is an elementary measure of document-query 
similarity, in which the rank of a document is based on the 
number of document and query texms that match. This 
measure, which can be viewed as a binary weighting of the 
document terms, has been used as a baseline for comparing 
different ranking methods [CROm82]. The technique 
works better than no ranking, but fails to discriminate 
between terms of varying importance, or between docu- 
ments that provide more matches just because they are 

2.2 The importance of a term within the entire docu- 
ment collection 

Many functions have been developed for measuring the 
importance of a term within an entire document collection. 
One of the first, the inverse document frerluency [SPARCK 
JONES72;SALTON83], is based on the number of docu- 
ments in.which a given term k occurs in a document co&c- 
&on. Speciihlly; 

These measures involved a level of computational com- 
plexity that was beyond the scope of the current inves$ga- 
tion. 

2.3 The importance of a term within a given document 

The importance of a term within a given document is 
usually expressed as a function of its frequency within that 
document. Two functions were investigated in this study: 
1) the raw frequency, and 2) the log2 of frequency. 

2.4 Normalzation for document length 

The factor of document length is not generally directly 
used, but becomes involved in the way the factors are com- 
bined (such as the use of a cosine similarity measure). This 
factor w* used directly as a final normalizing function in 
the latter set of experiments. 

2.5 Combining the measures 

The various ranking factors can be combined in many 
ways to create a total term weight for a given document. 
Often, the two types of term importance factors-- 
importance within a collection and importance within a 
document--am multiplied to create a single term weight 
[SALTON83], This weight is used in place of a binary 
weight (present or not present) in one of many similarity 
measures mCGJLL79]. Alternatively, the various factors 
can be combined additively, with constants used to weight 
the importance of each factor [CROFl79]. Both ways of 
combining factors were investigated in these experiments. 

3. Methodology 
inverse abcufnentfrequency~ = log2 - +I NumDoc 

k 3.1 Experimental Methods 

where N = number of abcuments in document collection 
Ni4mkXk = nmber ofdocutnenu in the collection 

that contain one or more instances of 
term k 

A second measure, noise, [DENNIS64;SALTON83] 
also measures term occurrence within a collection, but 
measures the concentration of that term rather than 
occurrence counts. Specifically 

M Freqa 
&sek = x 

TotFreqk 

i-1 TOfl’Wk log2 Freqa 
. 

The test collection used was the CranIield collection 
with 225 queries and 1400 documents. The documents and 
queries were indexed using full words and a standard com- 
mon word list. The terms in the query were treated as hav- 
ing binary weights, and the weighting factors applied only 
to the document terms. The inner product of query terms 
and document terms was used as the similarity measure. 

Using batch mode, each query was parsed into noncom- 
mon terms, and a list of all documents containing one or 
more of these terms was input to the ranking routine. Note 
that since the indexing method is constant, the same list of 
documents was retrieved for all ranking methods, and 
therefort the experiments compared only the ranking of a 
given set of retrieved documents. 

where N = number ofdocurnents in docme+ collection 
Frcqlt = the frequency of term k in document i 
Totheqk = the b&al frequency of turn k in the 

document colkction 
The experiments were run in the following order: 

If a term appears only in one document, the noise is 
zero, but for terms that are fairly evenly distributed within 
a document collection, the noise is much higher. 

Both inverse document frequency weight and noise 
were investigated in the present set of experiments. Other 
measures of term importance within a collection were not 
investigated: 1) the term discrimination mcaturc [SAL 
TON73], 2) the term precision value Iyu82], and 3) the 2- 
Poisson model @JARTER75$AGHAVAN83]. 

a) investigation of the use of single measure? 
alone in the weighting of document terms: 1) the 
number of term matches, 2) the within-document 
frequency, 3) the logz of the within-document 
frequency, 4) the inverted document frequency 
weight measure, and 5) the noise measure; 

b) investigation of additively combining the 
number of matches with one of the other four 
measures to form a term weight; 
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c) investigation of additively combining one of 
themeasuresoftheimportanceofatermwithina 
given document (withindocument frequency and 
10% within-document frequency) with one of the 
measures of the importsnce of a term withiu a 
document cokction (inverted document fm- 
quency weight and noise) to form a term weight; 

d) investigation of multiplicatively instead of 
additively combining the measures described in 
c) to form a term weight; 

e) investigation of normahxiug the resulting simi- 
larity value for a given document by the length of 
the document. 

3.2 Evaluation 

Three methcds of evaluation are presented in the tables. 
First, the standard recall and precision measures are given, 
with the averaging based on that done by the SMART sys- 
tem. The percentage of improvement in average precision 
at three given recall levels is used to compare methods. 
Additionally the average rank recalls are given and the E 
measures am calculated for 10 and 30 document cutoffs. 
Further description of these evaluation methods can be 
found in [SALTON83]. All relevant documents not 
retrieved for a given query are assigned ranks of 1400, 
1399, etc. The Cranfield documents that are considered 
“source” documents for a given query am not counted as 
retrieved (either relevant retrieved or nonrelevant retrieved) 
for that query. 

4. Results 

4.1 Single document-query similarity measures (Table 
1) 

Five single measures were run: 1) the number of 
matches, 2) the raw frequency of a term within a document, 
3) loga of the frequency of a term within a document, 4) the 
inverted document frequency weight measure, and 5) the 
noise measure. 

The first, the number of matches (Run 1. Table I), was 
used as the baseline for comparison of the other methods, 
Examination of the ranking of the documents illustrates the 
problems of this method of ranking. For example, query 
12, with five relevant documents, ranks these at ranks 7,72, 
91, 480, and 483. One of the relevant documents has 4 
terms that matched the query, two others had 3 matching 
terms, one had 2 matcbing tams, and the last relevant had 
only 1 matching term. The terms involved have a range of 
number of postings (the number of dccuments within the 
collection containing these terms) from 703 for the term 
“flov? to 15, for the term ‘machines”, yet all terms am 
treated equally-documents containing only “flow” am ran- 
domly ordered within all documents containing only 
“machines”. Moreover, documents containing multiple 
occurrences of a term am ranked no higher than ones con- 
taining only a single instance of the term 

The second and third meastucs, withindocument Be- 
quency and lo& of within-document frequency, am based 
on the tkqueney of the matching terms within adocument. 
The weighting for a document term is the frequency (or 
10% of the frequency) of the term within the document 
being ranked. Again, with respect to query 12, the five 
relevant documents rank at 40, 103, 223, 351. and 965 
using the raw within-document frequency of a matching 
term as its weight Using the 104 of that frequency, the 
ranks are 28,71,76,229, and 900. Comparing this perfor- 
mance for query 12 to that for using only the number of 
matches shows a decline in performance using the raw fre- 
quency, and a slight improvement for lo of the fre- 
quency. This type of performance is refiec 3 in the aver- 
ages over 225 queries (Runs 2 and 3, Table 1). Using the 
raw frequency alone, the performance is 22% worse than 
the baseline simple matching. When the log, of tbc fre 
quency is used instead Of the simple raw frequency, the 
performance improves slightly, showing an average 
improvement in precision of 6% over simple matching. 
The other evaluation measures verify these 6mlings. The 
explanation for the performance difference lies in that fact 
that using the raw frequency measure alone allows terms of 
high frequency in a document (3 or more occurrences) to 
dominate the simikity measure. A term appearing 3 or 4 
times should usually not have the same importance as 3 or 
4 matching terms appearing once. By using the 10% of the 
frequency, this effect is lessened, and the within-document 
frequency becomes a more reasonable measure. 

The fourth measure, the inverted document frequency 
weight, (measured by the inverse of the number of post- 
ings, see equation 1). takes the importance of a term within 
a document collection into account. The weighting for a 
document term is simply the inverted document frequency 
weight of the term. This weighting method improves the 
ranks of the relevant documents for query 12 to 4,5,30, 
125, and 5 15. For example, relevant document 649 moves 
from rank 91 to rank 5, because two of the three matching 
terms have high inverted document frequency weights, 
based on their relatively low number of postings (31 for 
‘ground” and 5 for “machines”). This type of improve- 
ment, although not uniformly better for all queries or docu- 
ments, averages to a 20% improvement in average preci- 
sion over the method using only the number of matches 
(see Run 4, Table 1). All other evaluation measures also 
show significant improvement 

The tifth meiisure, noise, also mcasum the importance 
of a term witbin a document collection, but is based on tbe 
distribution of the term throughout the collection and 
within each document (see equation 2). The weighting of a 
document term is a normalhtion of the noise of that term 
The noise measure needs to be normal&d since the 
importance of a term is in inverse relation to its noise. 
Normalization was done by subtracting the actual noise of 
atermfromthe maximum possible noise in the collection 
(9.43 for the full-word-indexed Craniield 1400 collection), 
so the normal&d noise ranges from 0.00 (very noisy term) 
to 9.43 (very low noise). Examining the ranking of the 
relevant documents in query 12, them is still more 
improvement, up to ranks 3,4,28,73, and 383. When the 
words in the retrieved documents are examined, it appears 
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that the noise measure provides a fine tuning on the 
inverted document frequency weight measure by taking 
into account the distribution within documents, not just 
within the collection. For example, relevant document 194 
moves from rank 515 to 363, based on the single matching 
word “calculated”. This term has a medium number of 
postings (153), leading to a medium value of inverted 
document frequency weight. Since, however, the addi- 
tional occurrences of the word tend to be concentrated in 
few documents, the normalized. noise is relatively higher 
than the inverted document frequency weight, and this 
gives the improvement in rank. A second example in tbe 
same query is the word “flow”, which has a high number of 
postings (703), but au even higher frequency (1854) with a 
very even distribution, leading to an extremely low normal- 
ized noise. This causes many non;relevant documents that 
had previously been ranked higher, based on the inverted 
document frequency weight measure, to be lowered in 
probable importance using the normalized noise measure. 
It should be noted that because of individual word idiosyn- 
crasies, the normal&d noise measure does not always 
improve performance on a query-by-query basis; but offers 
a slight improvement (4%) in average precision over the 
inverted document frequency measure, and a very 
signilicant improvement (24%) over the baseline method 
(see Run 5, Table 1). This is verified by the other evalua- 
tion measures, with the improvement being greatest at low 
levels of recall. 

4.2 Combination I: Combining the number of matches 
with other single measures (Table 2) 

Combining the number of matches with cadh of the 
other single measures produced interesting results. The 
weighting of a document term is a constant C, plus a 
second constant Cz times the term weight generated by the 
measure being examined. Combining the number of 
matches with the two measures of frequency-within- 
document gives significant improvement (Runs 2 and 3, 
Table 2). When the number of matches was combined with 
the two measures of term importance within a collection 
(inverted document frequency weight and normalized 
noise), there is no sign&ant change in performance (Runs 
4 and 5, Table 2). The combining of the number of 
matches and the inverted document frequency weight was 
used by Croft [CROFI79] in working with a manually- 
indexed version of the Cranfleld MOO, with slightly better 
results 1 As expected, if the constants C .or C are 
increased from 1, performance approaches1 that of the 
measure being more heavily weighted (results not shown). 
These findings are veriIied by the other evaluation meas- 
ures. Theperf ormance difference is due to the nature of 
the two types of measures--the two within-&cument fre- 
quency measures vary from 1 to thq maximum (or lo of 
the maximum) frequency for each term, applying Bdl *- 
tional weight for higher frequency terms. Adding the 
number of matches to this type of term-importance meas- 
ure gives more weight,to the number of matches, not just 
the frequency of the terms. Adding the number of matches 
to either the normalized noise or the inverted document fit- 
quency weight just increases each term w&ght by the same 
amount, producing little relative difference in ranking. 
These results suggest the reasonable combmation of a 

frequency-within-document measure and a measure of term 
importance within an entire collection. 

4.3 Combination Ik Additively combining the single 
measures for term importance within a collection and 
term importance within a given document (Table 3) 

The single measures were additively combined in a 
way similar to combination I. The weighting of the docu- 
ment terms is a constant C 

th 
times the Erst measure plus a 

second constant Cs times e second measure. only one 
measure for term nnportance within a given document was 
used (lo of the within-document frequency), since using 
the raw &cg uency was shown to be a significantly worse 
measum. Both measures for term importance within a 
document collection were tried. Several types of results 
can be seen in Table 3. First, the effects of additively com- 
bining the two types of term importance measures is 
roughly additive (6.0 + 19.9 for inverted document fre- j 
quency weight and 6.0 + 23.9 for normal&l noise), with 
the normalized noise measure showing the greatest gain 
(Runs 5 and 6, Table 3). This is an indication of the com- 
plementary nature of the two types of measures--the effects 
do not mask each other. The second linding apparent from 
Table 3 is the continued slight stiperiority of the normal- 
ized noise measure--adding the within-document frequency 
has widened the performance difference. lhird, the 
weighting of the two types of measures seems to be best at 
equal weighting, but other weightings make only slight 
decrements in performance (Runs 7 and 8, Table 3). These 
results also hold true for the inverted document frequency 
weight measure although the data is not included in Table 
3. Adding the number of matches causes a slight, but 
insigni6cant decline ih performance (data not included in 
Table 3). These results are verified by the other evaluation 
measures. 

4.4 Combination III: Multiplicatively combining the 
single measures for term importance within a collection 
and term importance within a given document (Table 3) 

The single measures were multiplicatively combined in 
a manner similar to combination IL The weighting of the . 
document terms is the product of the first measure and the 
second measure. Table 3, Runs 9 and 10, shows this 
method of combining single measures, leading to a 29% 
and 35% improvement over simple matching, to be better 
than additive combinations. The results are consistent with 
those for additive combinations-adding the number of 
matches makes no signllicant improvement (data not 
included in the table), and the normali& noise measure 
still performs more effectively than the inverted document 
frequency measure. All these results are verified by the 
other evaluation measures. 

4.5 Modification for length (Table 4) 

Documents that are. signiticantly longer than the 
average document length in the collection can have a 
higher rank simply because they arc longer. This affects 
the rank both by increasing the total number of matches, 
and by causing higher frequencies of the matching terms. 
The effects of document length are usually handIed 
indirectly by the use of a cosine similarity measure. As the 
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necessary document statistics were not readily available in 
the current IRX system, this was not rmssible. Addition- 
ally, directly using the f&or of document length allowed a 
clearer insight into the effects of documht length. Two 
measures of document length were used, analogous to the 
two measures of within-document frequency-the actual 
length of a document (as measured by the total number of 
characters needed to store the document) and the lo 
the actual length. The length modification used was a % 

of 
vi- 

sion of the tern weight of a document by its length (or the 
10% of its length). Table 4 shows the effects of using docu- 
ment length to modify the document weights for the addi- 
tive and multiplicitive combinations of measuns. As can 
be seen, modification by the raw document length does not 
improve performance over the combinations (Run 3, Table 
4-ether combinations not shown), but modification by the 
10% of the document length improves performance very 
significantly, leading to a maximum improvement of 44% 
over simple match (Runs 4,5,6, and 7, Table 4). Using the 
lo& of the document length dampens the effect of docu- 
ment length, pventing severe penalties on extra long 
documents. 

f) Adding the number of matches between a 
document and a query to a term weight 

produced by any combination involving a factor 
that measures term importance within a collec- 
tie? does not produce sign&ant improvement in 
perforce, at least for this test collection and 
for full word indexing. 

g) It is important to consider the length of a 
document in ranking. Dividing the total term 
weight by the lo& of the document length pro- 
duces sign&ant performance improvement for 
this test collection. 

Future research is needed to resolve some of the issues. 
The 10% of the frequency and of the document length is 
only one possible function of these measures, and other 
moderating functions should be examined. Similarly the 
normalization of the noise measure should be done using 
alternative methods. 

.Addition@y these experiments need to be run on other 
test collections, not only as verification, but to begin to 
investigate how factor importance varies between collec- 
tions. This includes the investigation of both single factors, 
and the combining and weighting of these factors. Various 
indexing methods, such as suffixing, need to be used, with 
experimental work done into what changes are needed in 
document term weighting to best match a given indexing 
method. A thorough understanding of the role term 
weighting plays in a statistically-based keyword retrieval 
system is important for later more advanced research into 
intelligent user interfaces. 

5. Conclusions/Future Research 

The use of term weighting in a document produces 
significant gains in performance, up to a 44% improvement 
in average precision over simple matching. Additionally 
the following conclusions can be drawn from the experi- 
ments. 

a) The three types of measures tested: 1) the 
importance of a term within a document collec- 
tion, 2) the importance of a term within a given 
document, and 3) the length of a document, are 
all important in term weighting of documents. 

b) The two types of term-importance factors, 
impatance within a collection, and importance 
within a given document, meaSure term usage in 
two complementary places-within a given docu- 
ment and within an entire document collection-- 
and combining them produces a cumulative 
effect 

c) The normalized noise measure of term 
importance within a document collection is a 
viable alternative measure to the inverted docu- 
ment f?equency measure. 

d) Using the log, of the frequency of a term 
within a document instead of its raw frequency 
produces a superior measure of the importance of 
a term within a given document. 

e) Combining the two types of term importance 
factors, term importance within a document col- 
lection and term importance within a given docu- 
ment, is mom effective than using single factors 
alone. Combining them multiplicatively pro- 
duces the best results for the test collection and 
indexing methods used in these experiments. 
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TANLN 1 

Run 1 -- number of matchma onlv 

I 
Run 2 -- within docrasnt fmqu&,cy only 
Run 3 -- log2 within document frequency only 
Run 4 -- invsrtod docrmmnt froquemcy weight only 
Run 5 -- noma1ized nois. only I 

Run 1 2 3 4 5 
I 

I Rscall - Precision 
0.00 0.507 
0.10 

0,. 416 0.532 0.571 0.581 I 
0.475 0.374 0.491 0.535 0.542 

0.20 0.389 0.306 0.417 0.447 0.460 
0.30 0.310 0.234 0.315 0.367 0.371 
0.40 0.244 0.204 0.270 0.313 0.321 
0.50 0.216 0.175 0.230 0.269 0.282 
0.60 0.149 0.119 0.156 0.183 0.184 
0.70 
0.60 
0.90 
1.00 

0.11s 0.082 0.119 0.136 0.140 
0.093 0.067 0.095 0.115 0.116 
0.074 0.051 0.'074 0.093 0.092 
0.071 0.047 0.069 0.068 0.047 

I 

Average pracision for 3 intmmdiate points 

er*cision 0.224 0.176 0.237 0.268 0.277 4 Precision Change -21.5 6.0 19.9 23.9 I 

Norm Recall 
er*cis l ft*r 10 does 
Pxacia after 30 dots 
Recall after 10 does 
Recall after 30 dots 
E, 0.5, 10 d&x 
E, 1.0, 10 dots 
E. 2.0, 10 dots 
e, 0.5, 30 dots 
E, 1.0, 30 dots 
E, 2.0, 30 dots 

0.844 
0.160 
0.094 
0.269 
0.439 
0.833 
0.919 
0.784 
0.890 
0.854 
0.770 

0.847 0.053 
0.135 0.175 
0.041 0.096 
0.223 0.290 
0.379 0.446 
0.862 0.820 
0.849 0.803 
0.821 0.766 
0.906 0.889 
0.314 0.912 
0.803 0.768 

0.855 0.656 
0.189 0.116 
0.103 0.106 
0.323 0.328 
0.467 0.501 
0.805 0.806 
0.784 0.785 
0.742 0.741 
0.881 0.077 
0.840 0.835 
0.746 0.741 

Numbsr queries 225 225 22s 225 225 I 

TABLs2 

Run 1 -- 1*11&r of matches 
Run 2 -- l*n\Pkr of matchas + l*rLthia docummnt frequency 
Run 3 -- l*n&mber of matches + IWithin doolwnt frequmncy 
Run 4 -- l’nwkr of matches + l’leg2 within dmumnt frequwvzy 
Run 5 -- l*numbec of mate&s + 3’1oq2 within dcclrrnt fraqurnoy 
Run 6 -- l'nu&er of utch,s + l*invartad dao-t f='+~scy weight 
Run 7 -- l*au&or of match.8 + 3*invwt.d document fmqwncy weight 
Run e -- 1*numbar Of utch90 + l*nornulis.d nois. 
Run 9 -- l'nu&ar of matches + 3*noraalizad noise 

Run 1 2 3 4 5 6 7 8 9 

Recall - Precision 
0.00 0.507 0.469 0.442 0.551 0.538 0.575 0.572 0.586 0.567 
0.10 0.475 0.432 0.399 0.513 0.501 0.540 0.536 0.547 0.551 
0.20 0.389 0.357 0.333 0.429 0.422 0.453 0.451 0.461 0.467 
0.30 0.310 0.275 0.250 0.330 0.329 0.366 0.367 0.373 0.376 
0.40 0.244 0.236 0.214 0.279 0.279 0.308 0.311 0.319 0.324 
0.50 0.216 0.205 0.162 0.244 0.240 0.263 0.266 0.279 0.281 
0.60 0.149 0.143 0.126 0.167 0.163 0.177 0.181 0.181 0.167 
0.70 0.116 0.106 0.092 0.127 0.123 0.135 0.135 0.142 0.141 
0.80 0.093 0.085 0.073 0.104 0.099 0.111 0.112 0.116 0.117 
0.90 0.074 0.066 0.057 0.044 0.077 0.089 0.090 0.095 0.093 
1.00 . 0.071 0.062 0.053 0.079 0.072 0.064 0.085 0. on9 0.088 

Average pr8cision for 3 iatermedi&ts points 
PrWZiai0ll 0.224 0.208 0.189 0.247 0.244 0.265 0.264 0.277 0.279 
4 Prrcision Change -7.0 -15.6 10.2 9.0 18.? 19.8 23.7 24.5 

Noa mcall 0.644 0.851 0.849 0.453 0.,653 o.sis 0.855 b-657 0.657 
Pracls after 10 does 0.160 0.153 0.147 0.180 0.160 0.181 0.118 0.191 0.189 
PL*cis after 30 does 0.094 0.018 0.044 0.097 0.096 0.103 0.103 0.105 0.105 
Recall l cer 10 does 0.269 0.252 0.239 0.301 0.301 0.322 0.325 0.327 0.333 
Recall aftax 30 doca 0.439 0.419 0.391 0.461 0.453 0.409 0.467 0.493 0.495 
It, 0.5, 10 dots 0.835 0.443 0.949 0.814 0.814 0.906 0.805 0.802 0.803 
P, 1.0, 10 dots o.e13 0.926 0.636. 0.795 0.795 0.786 0.765 0.762 0.782 
e, 2.0, 10 docs 0.784 0.796 0.907 0.757 0.757 0.743 0.742 0.739 .0.737 
e, 0.5, 30 dots o.n90 0.898 0.903 0.887 0.888 o.eno 0.881 0.874 0.876 
9. 1.0, 30 dots a.954 0.964 0.611 0.449 O.BSl 0.940 0.840 0.837 0.637 
E, 2.0, 30 dots 0.770 0.765 0.798 0.762 0.766 0.747 0.744 0.744 0.744 

Nuder qu.r,aa 225 225 225 225 225 225 225 225 225 
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TAELE 3 

Run 1 -- number of matches 
Run 2 -- 1'1092 within document frequency 
Run 3 -- l*inverted document frequency weight 
Run 4 -- 1*nonna11zed noise 
Run 5 -- l*lopZ within doclmant frequency + l*imarted document frequency weight 
Run 6 -- l*logZ within-doclusnt frequency + l+norralized noise 
Run 7 -- l'log2 within document frequency + 3'normalized noise 
Run 6 -- 3*log2 within documsnt frequency + l*normaliied noiss 
Run 9 -- l*loqZ within document trbquency 4 l*inverted docuremt frasuency weight 
Run lO-- l*log2 within document frequency l l*normalissd noise 

Run 1 2 3 4 5 6 7 e 9 10 

Recall - Precision 
0.00 0.507 0.532 0.571 0.581 0.579 0.594 0.592 0.562 0.594 0.607 
0.10 0.475 0.491 0.535 0.542 0.546 0.555 0.555 0.544 0.556 0.575 
0.20 0.389 0.417 0.441 0.460 0.466 0.404 0.463 0.464 0.476 0.494 
0.30 0.310 0.315 0.361 0.371 0.376 0.368 0.389 0.369 0.367 0.397 
0.40 0.244 0.270 0.313 0.321 0.322 0.337 0.335 0.316 0.341 0.354 
0.50 0.216 0.230 0.269 0.262 0.275 0.290 0.289 0.269 0.291 0.305 
0.60 0.149 0.156 0.163 0.180 0.195 0.205 0.201 0.169 0.201 0.215 
0.70 0.116 0.119 0.136 0.140 0.147 0.155 0.153 0.144 0.146 0.156 
0.80 0.093 0.095 0.115 0.116 0.122 0.129 0.125 0.119 0.121 0.128 
0.90 0.074 0.074 0.093 0.092 0.091 0.103 0.100 0.094 0.093 0.097 
1.00 0.071 0.069 O.OBB 0.067 0.092 0.097 0.094 0.088 0.086 0.091 

Average precision for 3 intermediatq points 
PreCiSiOn 0.224 0.237 0.266 0.277 0.217 0.290 0.290 0.275 0.266 0.301 
6 Precision Change 6.0 19.9 23.9 23.6 29.0 29.5 23.1 20.9 34.7 

Norm Recall 0.644 0.853 0.655 0.856 0.659 0.661 0.659 0.660 0.062 0.663 
Precis after 10 dots 0.160 0.175 0.166 0.166 0.199 0.201 0.195 0.1ge 0.203 0.210 
Precis after 30 docs 0.094 0.096 0.103 0.106 0.107 0.109 0.109 0.105 o.ioe 0.111 
Recall after 10 dots 0.269 0.290 0.323 0.326 0.336 0.342 0.338 0.339 0.341 0.356 
Recall after 30 dots 0.439 0.446 0.467 0.501 0.500 0.510 0.514 0.495 0.508 0.519 
E, 0.5, 10 dots 0.635 o.ezo 0.805 0.806 0.795 0.792 0.790 0.795 0.791 0.783 
E, 1.0, 10 dots 0.818 0.803 0.784 0.765 0.774 0.771 0.776 0.774 0.771 0.762 
E, 2.0, 10 dots 0.784 0.766 0.742 0.741 0.731 0.727 0.732 0.731 0.726 0.717 
E, 0.5, 30 dots 0.890 0.889 0.661 0.877 0.676 0.673 0.673 0.876 0.675 0.671 
E, 1.0, 30 dots 0.854 0.652 0.640 0.635 0.635 0.631 0.631 0.836 0.633 0.629 
E, 2.0, 30 dots 0.770 0.766 0.746 0.741 0.740 0.734 0.733 0.744 0.737 0.731 

Nu&er queries 225 225 225 225 225 225 225 225 225 225 

TAELE 4 

Run 1 -- ma&or of matches only 
Run 2 -- lop2 within docwenti frequency l no~lired noise 
Run 3 -- (1092 within doclmsnt frequency f no~lized noisel/docurnt length 
Run 4 -- (log2 within do oumant frsquency + inverted document fre.quenoy raight)/kq2 doe-nt length 
Run 5 -- (lcq2 within document frequency l inverted document frequemy waight)/lcq2 docwnt length 
Run 6 -- (log2 within documnt frequahcy + normalized noise)/lo~Z docupent length 
Run 7 -- (log2 within docwmnt,frequency l normalized noisel/lc.g2 documnt length 

Recall - Precision 
0.00 0.507 0.607 0.561 0.622 0.631 0.631 0.629 
0.10 0.475 0.575 0.523 0.566 0.607 0.602 0.606 
0.20 0.309 0.494 0.459 0.510 0.520 0.526 0.528 
0.30 0.310 0.397 0.366 0.417 0.416 0.433 0.428 
0.40 0.244 0.354 0.325 0.346 0.364 0.366 0.372 
0.50 0.216 0.305 0.275 0.297 0.314 0.306 0.326 
0.60 0.149 0.215 0.201 0.207 0.227 0.219 0.234 
0.70 0.116 0.156 0.169 0.160 0.166 0.171 0.172 
0.80 0.093 0.126 0.141 0.132 0.139 0.142 0.142 
0.90 0.074 0.097 0.100 0.106 0.106 0.112 0.100 
1.00 0.071 0.091 0.101 0.100 0.102 0.106 0.101 

Average precision for 3 intermediate points 
PlXCiSiOn 0.224 0.301 0.267 0.305 0.316 0.316 0.322 
6 Precision Change 34.7 26.3 36.2 41.0 41.9 44.0 

Nom Recall 0.644 0.663 0.668 0.862 0.666 0.664 0.666 
Precis after 10 dots 0.160 0.210 0.190 0.212 0.224 0.217 0.226 
PreCIs after 30 dots 0.094 0.111 0.109 0.112 0.114 0.113 0.115 
Recall after 10 dots 0.269 0.356 0.337 0.356 0.376 0.364 0.362 
Recall after 30 dots 0.439 0.519 0.506 0.527 0.532 0.529 0.535 
IL 0.5, 10 does 0.635 0.703 0.795 0.761 0.770 0.776 0.765 
E, 1.0, 10 dots 0.616 0.762 0.774 0.759 0.748 0.754 0.743 
E, 2.0, 10 dots 0.764 0.717 0.730 0.714 0.700 0.708 0.695 
E, 0.5, 30 dots 0.690 o.eii 0.673 0.670 0.867 0.669 0.666 
e, 1.0, 30 doca 0.654 0.029 0.631 0.627 0.623 0.625 0.622 
E, 2.0, 30 dots 0.770 0.731 0.735 0.727 0.723 0.725 0.721 

Wurnbcr quee1es 225 225 225 225 225 225 225 
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