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Abstract. This paper describes the evaluation of a WSD method withinSENSEVAL. This method is
based on Semantic Classification Trees (SCTs) and short context dependencies between nouns and
verbs. The training procedure creates a binary tree for each word to be disambiguated. SCTs are easy
to implement and yield some promising results. The integration of linguistic knowledge could lead
to substantial improvement.
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1. Introduction

While developing a set of Information Retrieval components (de Loupy et al.,
1998a), the Laboratoire Informatique d’Avignon (LIA ) and Bertin Technologies are
investigating semantic disambiguation. In a Document Retrieval framework, identi-
fying the senses associated with the words of a query is expected to lead to some
noise reduction for short queries (Krovetz and Croft, 1992). As a second benefit,
this knowledge should also result in an increase in recall through query expansion
relying on synonymy and other semantic links. In de Loupy et al. (1998d), we
experimented with this type of enrichment using WordNet (Miller et al., 1993).
Performance was improved when words having a single sense (two if they are not
frequent words) were associated with their synonyms.

In de Loupy et al. (1998b), we evaluated a first approach based on WordNet, the
SemCor (Miller et al., 1993b) and Bisem Hidden Markov Models. These models
are not so well adapted to this task for 2 reasons: (i) the context window is too
small (2 words), (ii) a very large amount of training corpus (so far unavailable) is
required. Semantic Classification Trees (SCT) (Kuhn and de Mori, 1995) offer an
alternative to model right and left contexts jointly. Smaller learning resources are
required. Short context dependencies are taken into account. We could have used a
pure knowledge-basedWSD system. But extending such a system to a large scale
requires writing rules for each word. TheSCT approach can be seen as an attractive
trade-off because it allows building an automaticWSD system without excluding
the possibility of introducing knowledge.
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2. Preparation of the Data

The SCT method, which requires a training corpus, is well-suited to bring out
relevant dependencies between the word to be disambiguated and the words (or
types of words) surrounding it. As a first step, we have only attempted to tag nouns
and verbs (adjectives have not been tested). More precisely, the evaluation of the
proposed approach has been performed on 25 different words (see section 4 for the
list). In order to train the models, we have used the examples given byDIC1 (24
examples per word on average) andTRAIN (315 examples per word on average).

“Yarowsky [. . . ] suggests that local ambiguities need only a window of sizek =
3 or 4, while semantic or topic-based ambiguities require a larger window of 20–50
words” (Ide and Véronis, 1998). Therefore, we have limited the context window
size to 3 lemmas before the ambiguous one (call it3) and 3 lemmas after. If two
possible semantic tags are given for3 in the learning sample, the information is
duplicated to produce one example for each tag. The examples found inDIC and
those extracted fromTRAIN have been processed exactly in the same way and have
the same weight for training.

In order to achieve betterWSD, it is important (Dowding et al., 1994; Segond
et al., 1993b) to take the grammatical tags of the words into account. For such a
task, we have used ourECSTA tagger2 (Spriet and El-Bèze, 1997). Yarowsky (1993)
highlights various behaviors based on syntactic categories: directly adjacent adject-
ives or nouns best disambiguate nouns. Our assumption is quite different; we would
like to check to what extent verbs and nouns could disambiguate nouns and verbs.3

The words belonging to the three following grammatical classes are therefore not
kept for the disambiguation process: determiners, adverbs and adjectives. The other
words are replaced by their lemmas and unknown words are left unchanged.

Some words are so strongly related that, in almost all the cases, it is possible
to replace one of them by another without any consequence for the sense of the
sentence. For instance, it is not necessary to keep precise information on months.
Hence, January, February, etc. are replaced byMONTH. In the same way, pseudo-
lemmaDAY stands for Monday, etc.,CD for a number,PRPfor a pronoun,NNPL for
a location (Paris, etc.),NNPG for a group (a company, etc.),NNP for the name of a
person andUNK for an Out of Vocabulary Word if its initial letter is an uppercase.

These substitutions are intended to decrease the variability of the context in
which a given word sense can be found. For example, in the definition ofsack,
sense504767(“the pillaging of a city”) is given with the example:the horrors
that accompany the sack of cities?. This sentence is used to produce the following
context example of: /horror / that / accompany/ sack(504767) / of / city / ? /.

3. Semantic Classification Trees

A very short description of theSCT method is provided hereafter. For more
information, one can refer to Kuhn and de Mori (1995). AnSCT is a specialized
classification tree that learns semantic rules from training data. Each node T of the
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Figure 1. An extract of the SCT for the nounsack.

binary tree contains a question that admits a “Yes/No” answer corresponding to the
two branches attached to the node. The preprocessing procedure described in the
previous section produces a set of learning samples. A set of questions4 corres-
ponding to each sample is then constructed from the words found in the context
of the word to be disambiguated. A quantity called Gini impurity (Breiman et al.,
1984) is computed in order to choose the most appropriate question for a givenT
node. LetS be the set of semantic tags associated with the word to be disambig-
uated. The Gini impurity is given byi(T ) = ∑

j∈S
∑

k∈S,k 6=j p(j |T ) × p(k|T )
wherep(j |T ) is the probability of sensej given nodeT. For each node, the
chosen question is the one which leads to a maximal decrease in impurity from
the current node to its children, i.e., the one maximizing thechange in impurity:
1i = I (T )− py × i(Y es)− pn × I (No) wherepy andpn are the proportions of
items respectively sent toYesandNoby the question.

For instance, let us consider theSCT represented in Figure 1 which has been
created for the nounsack.5 Twelve senses are possible for sack-n. Symbols ‘<’
and ‘>’ mark the boundaries of a pattern. ‘+’ indicates a gap of at least one word.
For example,< + sack + potato .> models all thesackcontexts for whichsack
is not the first word of the context, one or several words follow, thenpotatoand
a period occur. The sense assigned tosackfor this context isσ5”, that is 504756
(“a plain strong bag”), orσ10, that is 505121 (“sack of potatoes”, “something big,
inert, clumsy, etc.”). The example given in section 2 gives the rule< + sack of
city + > and corresponds to senseσ8, that is 504767 (“the pillaging of a city”). A
linguist would not have used the same questions as the ones found automatically
by the system. However, the score obtained forsack-nis good: 90.2% of correct
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Figure 2. Score of the SCTs for the 25 words (the number of tests per word is given in
parentheses).

assignment (the score of a systematic assignation of the most frequent tag being
50.4%).

4. Evaluation of SCTs inSENSEVAL

Within SENSEVAL, the SCT method has been used for semantic tag assignment.
The results obtained for the 25 words withfine-grained semantic tagging (high
precision) are reported6 in Figure 2. One could argue the most important thing
for training is the number of examples for each sense-word pair. Indeed, the best
scores are obtained forbehaviour-nandamaze-vfor which there is a large number
of samples (335 and 139 per sense, respectively). This is not the only explanation:
scrap-v(13 samples per sense) has better results thanpromise-v(200 samples per
sense) andderive-v(47 samples per sense). Sincescrap-vhas only 3 semantic tags,
the task is obviously easier than forfloat-v (16 tags, 15 samples per sense). Lastly,
the task foramaze-vis the easiest since there is only one sense! Like other systems
tested inSENSEVAL, performance is, on average, better for nouns than for verbs.

It is difficult to compare the experiments carried out with theSCT method and
with the HMM model described in de Loupy et al. (1998b) since training and test
corpora are different. Moreover, the task described in de Loupy et al. (1998b)
requires assignment of semantic tags to each word of the Brown corpus.
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5. Conclusion

The approach described in this article has yielded some interesting results. Had we
used more sophisticated questions when building theSCTs, results could have been
better. Moreover, since little data is given for each semantic tag, we have used low
thresholds in order to build wider trees.7 Therefore, some rules are too specific and
do not reach the generalization objective.

Other methods have been tested, leading to the conclusion thatSCTs perform
better than alternative approaches presented in de Loupy et al. (1998c) (0.51 pre-
cision for the other two methods on nouns). Further experiments are necessary in
order to assess this result with more reliability. This method is a numerical one and
requires no expertise. Nevertheless, linguistic knowledge could be integrated into
the whole process, particularly when drawing up the list of questions. For example,
the following word is often a good way to determine the sense of a verb (ex:look
around, look for, look after, . . .).

Moreover, theLIA is developing a French semantic lexicon within the frame-
work of the EuroWordNet project (Ide et al., 1998) and intends, with the support of
its industrial partner Bertin Technologies, to use it in a cross-language Document
Retrieval frame. Future research will be focused on this topic.
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Notes
1 DIC andTRAIN are used here as inSENSEVALto abbreviate dictionary and training corpus.
2 ECSTA was evaluated for French in Spriet and El-Bèze (1997), but we do not have a real estimate
of its performance for English.
3 Within the SENSEVAL evaluation, we found that using nouns and verbs to disambiguate nouns
improved the effectiveness from 6 to 34% compared to the use of adjectives and nouns, except for 3
nouns for which scores are similar (11.5% improvement on average). For the verbs it is not so clear
since the average improvement is less than 2%.
4 Questions are formulated as regular expressions. An example is given in the following paragraph.
5 The nounsackis a better illustration of the SCT method thanonion. The SCT foronion can be
found in de Loupy et al. (1998c).
6 TheSCTs always make a decision. Therefore, precision and recall are the same.
7 The use of high thresholds would lead to building very poor trees and even, with a very high
threshold, reduce to a single node (the root) so that the most frequent tag would be systematically
assigned.
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